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The last few decades have witnessed the extraordinary advances in theoretical and experimental tools, which have enabled the
manipulation and monitoring of ultrafast dynamics with high precisions. For modeling dynamical responses beyond the
perturbative regime, computational methods based on time-dependent density functional theory (TDDFT) are the optimal
choices. Here, we introduce TDAP (time-dependent ab initio propagation), a first-principle approach that is aimed at
providing robust dynamic simulations of light-induced, highly nonlinear phenomena by real-time calculation of combined
photonic, electronic, and ionic quantum mechanical effects within a TDDFT framework. We review the implementation of
real-time TDDFT with numerical atomic orbital formalisms, which has enabled high-accuracy, large-scale simulations with
moderate computational cost. The newly added features, i.e., the time-dependent electric field gauges and controllable ionic
motion make the method especially suitable for investigating ultrafast electron-nuclear dynamics in complex periodic and
semiperiodic systems. An overview of the capabilities of this first-principle method is provided by showcasing several
representative applications including high-harmonic generation, tunable phase transitions, and new emergent states of matter.
The method demonstrates a great potential in obtaining a predictive and comprehensive understanding of quantum dynamics
and interactions in a wide range of materials at the atomic and attosecond space-time scale.

1. Introduction

Creating and controlling the macroscopic properties of
quantum materials continue to improve our fundamental
understanding of the underlying interactions among differ-
ent degrees of freedom, which are of vital importance in
designing new functionalities [1–3]. The rapid developments
in the generation and synthesis of intense light pulses with a
precisely controlled electric field provide a promising route
to dynamically decouple and manipulate the microscopic
interactions with an unprecedented time resolution (i.e.,
femtosecond or even attosecond) [4–11]. The nonlinear
response of quantum materials to intense laser fields induce
the emergence of various unexpected phenomena, including
high harmonic generation (HHG) [12, 13], nonlinear photo-

electron emission [14, 15], material melting, and phase tran-
sitions [16, 17]. These ultrafast processes are probed and
understood by a new generation of experimental and theo-
retical tools and in turn provide insights into intrinsic prop-
erties of the system [18–20].

The mechanisms behind many of the most intriguing
nonequilibrium phenomena go beyond the linear response
theory. They are of great interest, but the detailed investiga-
tion especially from a theoretical aspect remains rather lim-
ited. To track the ultrafast dynamics in a nonperturbative
regime, the real-time evolution of coupled electronic and
ionic motion is required, which can be obtained by resorting
to time-dependent density functional theory (TDDFT)
approaches [21–23]. Therefore, real-time TDDFT represents
a unique first-principle quantum method applicable for the
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exploration of strong field physics and decoding vast informa-
tion underneath the experimentally detected signals [24–26].

Under an external field, traditional Born–Oppenheimer
(BO) approximation is not valid anymore to describe the
strongly coupled electronic and nuclear motion, where the
adiabatic electronic dynamics around the “frozen” nuclei is
assumed. Understanding complex nonadiabatic dynamics
is of great significance for the development of modern sci-
ence and technology, which requires numerical solutions of
time-dependent Schrödinger equation (TDSE) within a
many-body theory framework. However, suffering from
high computational costs, full quantum dynamics simula-
tions (e.g., multiconfiguration time-dependent Hartree [27]
and multiple spawning approaches [28]) are conventionally
limited to rather small systems that contain only a few to
tens of atoms. One of the practical strategies to reduce the
computational costs is the mixed quantum–classical dynam-
ics, where some degrees of freedom are treated classically
and others obey quantum mechanics. These approaches
include fewest switches surface-hopping algorithm [29],
nonadiabatic Bohmian dynamics [30], quantum–classical
Liouville dynamics [31], coupled-trajectories mixed quan-
tum–classical method [32], and Ehrenfest dynamics [33,
34], which enable the possibility of simulating dynamics of
large-scale realistic materials.

In this work, we review the implementation of first-
principle rt-TDDFT algorithms with a numerical atomic
orbital formalism, which is named as time-dependent ab
initio propagation (TDAP) approach [35–37]. The time-
domain quantum evolution of electronic states with the
classical approximations of nuclear motions are treated con-
currently in the scheme of Ehrenfest dynamics, which has
enabled real-time tracking of coupled electron-nuclear
dynamics in large-scale systems. The powerful predicting
ability and broad application scopes of this approach are cer-
tified by introducing several quintessential works involving
complex interactions among photons, electrons, and pho-
nons under laser excitation conditions. For example, the
generation of ultrashort laser pulses via HHG [38] and their
uses for probing the essential electronic characteristics of
solids, such as the carrier relaxation [39], band dispersion
[40], and electron density [41]. Photoinduced ionic move-
ments are also investigated; the resultant topological phase
transitions and new collective modes are identified in Weyl
semimetal WTe2 [42] and charge density wave (CDW)
materials 1T-TiSe2 [43] and 1T-TaS2 [44], respectively.

2. Theoretical Methodology

The Hamiltonian of a coupled electronic and nuclear system
is defined as

Ĥtot r, R, tð Þ = T̂el + T̂N Rð Þ +V r, Rð Þ +Uext r, R, tð Þ,

V r, Rð Þ =〠
i<j

e2

ri − r j
�� �� −〠

i,α

eZα

ri − Rαj j +〠
α,β

ZαZβ

Rα − Rβ

�� �� ,
ð1Þ

where R and r are the collective coordinates of nuclear and
electronic positions Rα, ri, Zα is the charge of the αth
nucleus. T̂el, T̂N , and Uext represent the electronic kinetic
energy, nuclear kinetic energy, and external potential,
respectively. Under the external fieldUext, the electronic
Hamiltonian can be expressed as

Ĥeff r, R, tð Þ = T̂el +V r, Rð Þ +Uext r, R, tð Þ, ð2Þ

and a mean field of electronic states is obtained by

U R, tð Þ ≡
ð
drψ∗ r, tð ÞĤeff r, R, tð Þψ r, tð Þ, ð3Þ

where ψðr, tÞ represents electronic wavefunctions. With
classical approximation of nuclear motion, the nuclear
wavefunction χðR, tÞ ≈∑αδðRðtÞ − RαðtÞÞ, and the time-
evolution of ψðr, tÞ is parametrically dependent on the clas-
sical nuclei positions, which is written as

iℏ
∂
∂t

ψ r, t ; Rtð Þ = Ĥeff r, R, tð Þψ r, t ; Rtð Þ: ð4Þ

An auxiliary system of noninteracting (Kohn-Sham)
electrons is utilized in density functional theory to simplify
the solution of electronic wavefunctions. Following this idea,
Equation (4) is reduced to the time-dependent KS (TDKS)
equation (Runge-Gross theorem [21]):

iℏ
∂
∂t

φ r, tð Þ = ĤKS r, R, tð Þφ r, tð Þ, ð5Þ

where φðr, tÞ are the KS orbitals and ĤKSðr, R, tÞ = T̂el +∑
VKB

I +∑V local
I ðrÞ + VXCðr, tÞ +VHðr, tÞ +Uextðr, R, tÞ. Here,

VKB
I and V local

I ðrÞ are the Kleinman-Bylander and local parts
of the pseudopotential of atom I, while VXCðr, tÞ and
VHðr, tÞ are the exchange-correlation (XC) and Hartree
potentials, respectively.

Several different technical approaches have been pro-
posed to solve the TDKS equation. For example, in the
well-known program packages such as SALMON [22] and
OCTOPUS [23], real-space grides (RSGs) are used, whereas
full potential linearized augmented planewaves (FP-LAPW)
and grid-based projector augmented wave (GPAW)
methods have been implemented in the ELK [45] and
GPAW [46] codes, respectively. In the TDAP approach,
the TDKS equations are solved by real-time propagation of
wavefunctions in numerical atomic orbital (NAO) basis sets,
which endow the method several advantages over available
approaches, as discussed below.

(i) To describe a system with Na atoms, 103 ×Na to
104 ×Na RSGs or PWs have to be invoked, while
only 10 ×Na NAOs are required. The adoption of
overwhelmingly efficient NAO has enabled the
high-accuracy simulation of complex materi-
alsðNa ≈ 1000Þfor a long time (on the order of pico-
second). For examples, comparing to the real-grid
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code OCTOPUS, the TDAP approach can acceler-
ate the simulation efficiency by ~10 times for
capped (10, 0) carbon nanotube with Na = 210 and
metallic clusters Ag55 with Na = 55, assuming the
same pseudopotentials, exchange correlation func-
tionals, and laser waveforms have been used in the
two approaches. [36]

(ii) The many-electron density propagates self-
consistently at each nuclear and electronic steps,
and forces are calculated based on mean-field the-
ory. They can offer real-time trajectories of excited
state and a direct microscopic picture on ultrafast
dynamics of electrons and nuclei on the attosecond
time scale.

(iii) Owing to the linear combination of NAOs, elec-
tronic states localized near the atomic nucleus
can be treated efficiently in the present approach.
It is promising to realize simulations aiming at
understanding the strong field driven inner shell
excitation.

In NAO basis sets, the orbitals are not orthogonal.
Adopting the periodic boundary conditions, at each k point,
the Hamiltonian Hk and overlap matrix Sk are expressed as

Siα,jβ,k =〠
s

e−ik·Rs ξiα r + Rs + bið Þ ξjβ r + bj
� ���� �

,

Hiα,jβ,k =〠
s

e−ik·Rs ξiα r + Rs + bið Þ ĤKS
�� ��ξjβ r + bj

� �� �
:

ð6Þ

Here, Rs (s = 1, 2, 3,⋯,Nc) denotes the lattice vectors
and ξiα is the NAO associated to atoms i that is located at
bi, where α denotes both the angular and orbital quantum
numbers of the atomic state.

Two gauges, i.e., length gauge and velocity gauge, are
optional for the TDKS equation to simulate the interaction
between the diverse materials and laser field. Within the
length gauge, time-dependent electric field EðtÞ is intro-
duced to the Hamiltonian via Uextðr, tÞ,

Uext r, tð Þ = −eE tð Þ · r: ð7Þ

In this scenario, an auxiliary vacuum layer is required in
the direction of electric field to avoid the energy divergence,
which limits the approach only suitable for finite systems.

The adoption of velocity gauge is promising to overcome
the limitations mentioned above. It can be applied to peri-
odic system through a gauge transformation:

A = −c
ð
Edt, E = −

1
c
∂A
∂t

, ð8Þ

where A is the vector potential. The electronic kinetic energy
part in the TDKS equation can be expressed as

T̂el =
1
2m

ℏk −
e
c
A

� �2
=

1
2m

ℏk + e
ð
Edt

	 
2
: ð9Þ

The time evolution operator is approximated using first-
order Crank-Nicholson scheme, and the time propagation of
the TDKS equation is obtained as

unk r, t2ð Þj i ≈ exp −iS−1k t ′
� �

Hk t ′
� �

Δt
h i

unk r, t1ð Þj i, ð10Þ

exp −iS−1k t ′
� �

Hk t ′
� �

Δt
h i

≈
1 − iS−1k HkΔt/2
1 + iS−1k HkΔt/2

, ð11Þ

whereΔt = t2 − t1 is the length of time step and unkðr, tÞ =
φnkðr, tÞe−ik·r is the periodic part of Bloch function. With unk
ðr, t2Þ is solved, the density matrix ρiα,jβðt2Þ is computed
accordingly as

ρiα,jβ t2ð Þ =〠
n

〠
k

qn,kc
∗
n,iα,k t2ð Þcn,jβ,k t2ð Þ, ð12Þ

where qn,k is electronic population of the band n at k and
cn,jβ,kðt2Þ is the coefficient of unkðr, t2Þ in NAO basis,

unk r, t2ð Þ =〠
jβ

cn,jβ,k t2ð Þξjβ rð Þ: ð13Þ

Within the classical limitation, in the mean field of elec-
tronic states, the forces applied on the nuclei Fα are obtained
from the following equation:

−Fα tð Þ =
ð
drψ∗ r, tð Þ∇αĤeff r, R, tð Þψ r, tð Þ: ð14Þ

Ĥeff =
1
2m

ℏk −
e
c
A

� �2
+〠VKB

I +〠V local
I rð Þ + VXC r, tð Þ + VH r, tð Þ:

ð15Þ
For a broad spectral range, e.g., visible and near-infrared

lights, the effect on ions is intermediated by the electronic sub-
system via electron-phonon couplings. However, when the
laser frequency is low enough, i.e., terahertz, the phonon
modes can be directly excited.

Equations (10) and (14) represent the coupled electron-
nuclear dynamics. The time-dependent Newtonian motion
of ions and the Kohn-Sham equations of electrons are solved
simultaneously. Figures 1(a) and 1(b) show the flowchart of
real-time excited state simulation at a given ionic step, and
the schematic evolution of potential energy surface (PES)
upon the photoexcitation.

In this review, we focus our attention on the nonlinear
phenomena induced by the electric field component of
lasers, and the TDKS equation in both the length and veloc-
ity gauges formally neglect the effect of the external magnetic
field. Indeed, by applying a chiral, e.g., left- or right-handed
vector potential A in velocity gauge, the electrons of different
orbitals can be selectively excited and the corresponding spin
can be flipped via spin-orbital interactions, thus exhibiting
magnetic moments in opposite directions. From the Dirac
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equation, we can obtain the KS Hamiltonian that contains
the interaction between spin and the magnetic field

HKS tð Þ = −
1
2

ℏk −
e
c
A

� �2
+VH + VXC − eϕ

	 

I − μB BXC+∇ × Að Þ∙σ,

ð16Þ

where I, μB, andσ denote the unitary matrix, the Bohr mag-
neton, and the Pauli matrix, respectively. The second term
μBðBXC+∇ × AÞ∙σ indicates the magnetic field generated by
the exchange correlation potential and the interaction
between the external magnetic field ∇× A and spin. Based
on Equation (16), the module aimed at describing nonequi-
librium spin dynamics is under development and will be
implemented in the TDAP approach, which is intriguing
but beyond the scope of this review.

3. Applications towards Real-Time Tracking of
Ultrafast Dynamics in Quantum Materials

Upon excitation with an ultrafast laser pulse, a quantum
material will return to its equilibrium after several relaxation
stages, during which the energy is first transferred to the
electrons and then to the lattice degrees of freedom [6, 47].
Within about one hundred femtoseconds, the photon-
carrier and carrier-carrier interactions are dominant in
determining nonlinear behaviors. The carrier excitation,
scattering and recombination lead to the generation of
high-energy photons (e.g., via HHG) and photoelectrons,
which are of vital importance in the development of modern
ultrafast control and detection techniques, such as transmis-
sion electron microscopes (TEM) [48, 49] and time-resolved
angle-resolved photoemission spectroscopy (tr-ARPES) [50,
51]. For a longer timescale (several picoseconds), the energy
is transformed to the lattice via carrier-phonon couplings;
the spontaneous phonon emission induces intricate struc-
tural dynamics including phase transitions and emergence
of new quantum states. The nonthermal control over quan-
tum materials on the ultrafast timescale in a flexible and

reversible manner is attracting continuous attentions in
designing new materials with desirable functionalities.

In this section, several quintessential examples are intro-
duced in detail to show the capability of the TDAP approach
in investigating ultrafast dynamics in quantum materials.
We mainly focus on two topics: firstly, nonlinear effects
related to HHG are displayed in prototypical systems, which
are used to generate ultrashort laser pulses and to recon-
struct the target electronic properties in both the ground
and excited states. Secondly, the coupled electron-phonon
interactions during the laser-driven structural distortion
are explored in CDW and topological materials to gain the
fundamental insights into the interplay among different
degrees of freedom. The nonequilibrium “hidden states”
and induced topological phase transitions are predicted.
The results establish the feasibility of the present approach
in understanding complex nonadiabatic dynamics of excited
states in a wide range of quantum systems at ultrafast
timescales.

3.1. Fundamentals of HHG. High-order harmonic genera-
tion (HHG) is a nonlinear optical process originating from
the interaction between an intense laser field and atoms,
molecules, or crystals. The photon energies of the emitted
light equal to integer multiples of that for the driving laser.
The HHG from solid materials was first discovered not until
2011 in ZnO [52]. In contrast to the semiclassical three-step
model that is applicable for the description of HHG from
gas-phase atoms [53], two distinct mechanisms, i.e., the
interband and intraband transitions, are proposed to inter-
pret the interaction between an intense, ultrafast pulse and
periodic lattice structures [12, 54]. For the interband process,
the generated electron-hole pair is accelerated by the laser
field and then subsequently recombines coherently, emitting
a harmonic photon. While in the intraband mechanism, the
anharmonic electronic current resulting from the oscillation
of the photoexcited electrons (holes) occupying conduction
(valence) bands leads to harmonic emission (Figure 1(c)).
Therefore, HHG is now used to probe essential properties
of a solid, such as the band topology, the band dispersion,
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Figure 1: (a) Flowchart of rt-TDDFT approach for evolution of coupled electronic and ionic systems. Here, we assume that the two
subsystems have the same evolution time step (~10 attosecond). (b) The scheme of quantum electronic and nuclear dynamic evolution.
Upon the photoexcitation, electrons are excited from the ground-state potential energy surface (PES) (S0) and ions move on an excited
PES (S1). (c) Real-space picture for solid-state HHG.
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and the arrangement of atoms in the crystal lattice [55, 56].
Meanwhile, HHG provides charge dynamics in quantum
system from the frequency-domain view. Complete charac-
terization of emitted high harmonic light, i.e., its polariza-
tion, spectrum, and phase information allow us to decode
the real-time electron dynamics in crystal [57, 58].

In the present approach, the time-dependent current
density can be obtained as

J tð Þ = 1
2m

ð
Ω

dr〠
i

ψi
∗ r, tð Þπψi r, tð Þ + c:cf g, ð17Þ

and the generalized momentum

π =
m
iℏ

r, ĤKS

� �
= −iℏ∇+

e
c
A tð Þ + im

ℏ
VI , r½ �: ð18Þ

The electron-ion interaction VI =VKB
I +V local

I , where
V local

I and VKB
I are the local and nonlocal pseudopotentials,

respectively. The use of VKB
I has enabled the transform of

VI between the velocity (VIv) and length gauges (VIl) by

VIvψi r, tð Þ =
ð
dr′ exp −

ie
ℏc

A tð Þ∙r
 �

VIl r, r′
� �

× exp
ie
ℏc

A tð Þ∙r′
 �

ψi r, tð Þ:
ð19Þ

The second term of π, i.e., ðe/cÞAðtÞ leads to a diamag-
netic current

Jd =
e

2mc
A tð Þ

ð
Ω

dr〠
i

ψi
∗ r, tð Þψi r, tð Þ + c:cf g,

n r!, t
� �

=〠
i

ψi
∗ r, tð Þψi r, tð Þ,

Ne =
ð
Ω

dr n r, tð Þ:

ð20Þ

Here, nðr, tÞ is the many-body electronic density and Ne
is the number of electrons in the system, which is a constant.
Based on that, the diamagnetic term of current reduces
to JdðtÞ = eNe/mcAðtÞ, and the Fourier transform of JdðtÞ
only contributes to the first order of HHG spectra. Since
we only focus on the high-order response of the quantum
material to the laser fields, in our code, the momentum is
simplified as

π = −iℏ∇+ im/ℏð Þ VI , r½ �: ð21Þ

The HHG spectrum is obtained through a Fourier trans-
formation of JðtÞ,

HHG ωð Þ = ω2
ðT
0
J tð Þ exp −iωtð Þdt

����
����
2

: ð22Þ

3.1.1. Ultrafast Optical Modulation of Harmonic Generation
in Graphene. For nanooptoelectronic and nanophotonic

devices, the modulation of their optical properties is of vital
importance due to the potential applications in optical
interconnects, switching, and communication. All-optical
strategies can reach an ultrafast modulation speed that is
urgently needed in high-speed optical information process-
ing. Here, we show that the third harmonic generation
(THG) of a graphene monolayer can be dynamically modu-
lated by the nonlinear dynamics of photoexcited carriers
with a relative modulation depth of above 90% [39].

The unique gapless and linear two-dimensional (2D)
band structure of graphene endows the strong light-matter
interaction in both linear and nonlinear regimes. Due to
the centrosymmetric crystal structure, only odd-order non-
linear optical response is allowed. We performed first-
principle dynamics simulations that are analogous to the
experimental pump-probe spectroscopic measurements
(Figure 2(a)). The waveform of laser pulse is described to
be a superimposition between the Gaussian-shaped pump
and probe lights,

E tð Þ = E1 cos ω1tð Þ exp −
t − t0ð Þ2
2σ2

" #

+ E2 cos ω2tð Þ exp −
t − t0 − Δtð Þð Þ2

2σ2

" #
:

ð23Þ

Here, the two lasers have the same pulse width of 2σ = 8 fs,
and the ratio of laser fluence is E1

2/E2
2 = 5:86. The ℏω1 = 3:1

eV (ℏω2 = 0:92 eV) is the photon energy of the pump (probe)
pulse, t0 = 15 fs denotes the center of pump pulse and Δt is
time delay between the two pulses. Here, THG signal of the
probe pulse is detected.

The dependence of relative THG intensity on the delay
time (Δt) is shown in Figures 2(c) and 2(d). At Δt < 0, the
probe pulse gives a THG spectrum same as that from the
pristine graphene, due to the fact that the pump pulse is
not involved. When Δt > 0, the THG transition of the probe
pulse is blocked by the preexcited carriers, leading to the
decrease of THG intensity. Therefore, the suppressed coher-
ent process in graphene is attributed to the nonlinear
dynamics of the photoexcited carriers. The results represent
an efficient route to utilize the ultrafast optical pump to engi-
neer the harmonic generation of 2D materials.

3.1.2. Picometre-Scale Imaging of Valence Electrons in Solids.
HHG in solids are primarily explained as the results of the
nonlinear driving of carriers between and within electronic
bands. The valence electrons will experience nonlinear scat-
tering from the crystal potential, and thus, it is expected that
the emitted harmonics contain the necessary information
that enables real-space, picometre-scale mapping of the
valence electron structure. Taking MgF2 as an example, we
show the strategy of using HHG spectrum to reconstruct
the valence potential [41].

The atomic structure of MgF2 is shown in Figure 3(a),
which has a tetragonal geometry and a square lattice along
the c-axis. The effective potential experienced by a valence
electron can be suppressed with an external field, and

5Ultrafast Science

D
ow

nloaded from
 https://spj.science.org on July 31, 2023



quasi-free electron motion is expected. For a wide range of
optical field strengths, the photocarriers velocity in the bulk
MgF2 (νcðtÞ) is calculated and compared to that of the free
electrons driven by the identical waveforms (νfreeðtÞ)
(Figure 3(b)). The velocity of the crystal electrons rapidly
increases with the stronger field strength F0, at the critical
field F0 ≈ 0:95V/Å, it reaches that of the free electrons, i.e.,
νcðtÞ/νfreeðtÞ ≈ 1. When F0 > 0:95V/Å, the drop of νcðtÞ/
νfreeðtÞ is attributed to the Bragg reflection.

When the crystal potential is considerably suppressed,
the dynamics of the electronic wavefunction and resultant
high harmonic emission can be treated within the frame-
work of scattering [59, 60]. The periodic potential and the
intensity of the harmonics (NℏωL) are linked via

IN F0, ωL, elð Þ∝ Ne〠
kl

~Vkl
kl JN kl

F0
ω2
L

	 
�����
�����
2

: ð24Þ

Here, el is the laser polarization vector; ~Vkl
and kl are,

respectively, the projections of the Fourier components of
the potential and the reciprocal space vectors on to the el;
and JN is the Bessel function of the first kind and order N .
Equation (24) implies that the Fourier components ~Vkl

of
a one-dimensional slice of the crystal potential can be
retrieved by measuring a set of N harmonics with varied
laser strengths F0.

Representative harmonic spectra when the laser is polar-
ized along the [110] crystal axes are shown in Figure 3(c).
We record the harmonic intensities as a function of the opti-
cal field strength F0, and the amplitudes and phases of ~Vkl
are retrieved using Equation (24). The inverse Fourier trans-
form of ~Vkl

yields the reconstructed real-space potential
shown in the inset of Figure 3(d), where the three consecu-
tive valleys correspond to the potential of F-, Mg+2, and F-

ions, fitting well with that calculated by the ground-state
static DFT simulations. Similar reconstruction strategies
can be extended to more crystal directions, e.g., [100] direc-
tion shown in Figure 3(e), to enable the direct measurement
of the valence electron structure in solids with a picometre
accuracy by using HHG.

3.1.3. Cooperation of Interband and Intraband Excitations in
Strained MoS2. The complicated interplay between inter-
band and intraband transitions can be controlled in
solid-state materials and utilized to improve the HHG per-
formance. However, the coupling mechanism and relative
contribution of the two processes are highly debated and
may vary in different spectral ranges and materials
[61–63]. Due to the fact that HHG is highly sensitive to
the atomic and electronic structures, tailoring crystal struc-
ture via strain provides an effective tool helping clarify the
microscopic mechanisms, especially for the 2D materials
with an atomic thickness.
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Figure 4(a) shows the calculated HHG spectrum of
monolayer (1 L) MoS2, which is in good agreement with
the experimental measurement [40]. The relative change
in HHG intensity is linearly dependent on the strain
amplitude, whereas the rates vary with the harmonic
orders (Figure 4(b)). The fitting slopes of odd harmonics
are generally smaller than the even ones, indicating that
the two kinds of harmonics have different origins.

We first assume that the interband tunneling and carrier
scattering are negligible, based on a semiclassical analysis
related to the acceleration theorem [8],

vn,k tð Þ = ∂εn k, tð Þ
ℏ∂k

−
e
ℏ
E ×Ωn k, tð Þ: ð25Þ

We expect that the even- and odd-order harmonics exhibit
significant dependence on materials’ Berry curvature and
band dispersion, respectively [8]. Compressive strain (ε < 0)
will flatten both of them, leading to the increased intraband
transition probabilities and harmonic yields.

For the interband process, the time- and momentum-
resolved dynamics of excited electrons are investigated.

The number of photoexcited electrons (Δn) increases with
lattice contraction (Figure 4(c)), indicating more carriers
have been promoted to a broader (intraband) momentum
space and higher energy levels (interband). To verify the
above interpretation, momentum-resolved electron occupa-
tion is shown in Figure 4(d). It is clear that most of electrons
are excited to the K and K ′ valleys of the Brillouin zone (BZ)
of 1 L-MoS2. Under compressive strain, the number of
excited electrons at each momentum increase and they dis-
tribute at a lager fraction of the BZ simultaneously, which
is direct evidence that intraband and interband dynamics
enhance the harmonics yield cooperatively. When the tensile
strain is applied, the results are reversed.

According to the acceleration theorem, in the intra-
band mechanism, an anomalous in-plane current that is
perpendicular to the pump laser polarization is introduced
by Berry curvature ðJ ∝ _k ×Ω∝ E ×ΩÞ. Nevertheless, the
model fails to explain the emergence of parallel compo-
nents, indicating contributions from interband dynamics
are also present. Therefore, the relative contribution of
interband and intraband processes to the harmonic gener-
ation can be identified via comparing the parallel and
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perpendicular components of even harmonics (Figure 5(a)).
We find that the intraband transitions play a dominant role
in harmonic radiation (Iintra/Itotal > 65%), while the compres-
sive strain will enhance the proportion of interband contribu-
tions (Figure 5(b))

3.1.4. The Generation of Ultrashort Laser Pulses in Solids.
Creating brighter and shorter isolated attosecond pulse
(IAP) via HHG is one of the important goals in the ultrafast
science community [64, 65]. IAP can be used to reveal
microscopic details of the involved ultrafast processes, such
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as electron dynamics, bond creation, or breaking with an
attosecond resolution. Controlling the driving pulse via
tuning the second-pulse parameters of the two-color laser
component has been widely adopted to tailor the har-
monic emission of different systems from gases to liquids
and solids [66, 67]. Here, we show that the optimized
phase is critical for the modulation of HHG spectrum
morphology and the generation of ultrashort isolated pulse
in a solid material [38].

In our simulations, two monochromatic components
linearly polarized along the zigzag direction of 1 L-MoS2
are superimposed to synthesize the laser pulses, which are
expressed as

E tð Þ = E0 exp −
t − t0ð Þ2
2σ2

" #
cos ωtð Þ + cos 2ωt + Δφð Þ½ �,

ð26Þ

where the pulse width is 12 fs and the photon energy of the
fundamental field is ℏω = 0:32 eV. At time t0 = 60 fs, the
strength of the fundamental laser field reaches its maximum
value of E0=0.056 V/Å, and the relative phase between the
two pulses is labeled as Δφ.

The dynamics of harmonic generation when Δφ = 0:5π
and Δφ = π are shown in Figures 6(a) and 6(b), respec-
tively. It is clear that suboptical-cycle waveform control
is achieved by the participation of frequency-doubled
pulse, leading to the modulation of spectrum morphology.
WhenΔφ = 0:5π, fairly discrete harmonic peaks are pro-
duced by the interference between two extreme ultraviolet
(EUV) bursts with comparable intensities (Figure 6(a)).
However, whenΔφ = π, the intensity of central peak (A’)
is much stronger than the remaining peaks (e.g., B’), and
a more continuous spectrum is produced by the single
dominant EUV burst (Figure 6(b)).

A HHG spectrum with a broad spectral width and a
flat profile is necessary to generate IAP. For the HHG
spectrum when Δφ = π, a nearly-isolated ultrashort EUV
pulse with a width of 2.28 fs is produced by doing an

20
–6 –4 –2 0

Log (yield)

15

(a) (b) (c)

En
er

gy
 (e

V
)

10

5
20 40 60 80 100 20 40 60

Time (fs) Time (fs)Time (fs)
80 100

2.0

1.5

Δ𝜑 = π

1.0 2.28 fs

In
te

ns
ity

 (a
rb

. u
ni

ts)

0.5

0.0
5 10 15 20 25 30

Figure 6: The dynamics of two-color laser driven harmonic emission. (a, b) Time-frequency analysis of the harmonic radiation when (a)
Δφ = 0:5π and (b) Δφ = π. The corresponding electric field waveforms are shown as the black lines. (c) The temporal profiles of the
generated ultrashort pulse which is obtained by doing inverse Fourier transformation of the high energy part of (b).

PLD direction

Inversion

0.1
(c)

(d)

(a)

(b)

(e)

0.0

0.3

0.2

O
ut

-o
f-p

la
ne

 𝛿
z (

Å
)

In
-p

la
ne

 𝛿
 (Å

)
0.1

0.0

3.0 350 fs

300 fs

250 fs

200 fs

150 fs

100 fs

50 fs

2.5

2.0

En
er

gy
 (m

eV
 at

om
–1

)

1.5

1.0

0.5

0.0
–0.15 –0.10 –0.05 0.00

𝛿 (Å)
0.05 0.10 0.15

0 100 200
Time (fs)

300

–0.1

Displacement
𝛿

θ

Figure 7: Photoexcited lattice dynamics in TiSe2. (a) The nontrivial
symmetrically inequivalent Ti and Se atoms with PLD. (b)
Schematic diagram of in-plane displacement δ. (c, d) The in-
plane and out-of-plane displacement δ, δz , respectively. (e) The
curve marked by hollow circles and the other curve indicate the
ground state potential energy surface (PES) and the nonequilibrium
time-dependent PES, respectively.

9Ultrafast Science

D
ow

nloaded from
 https://spj.science.org on July 31, 2023



inverse Fourier transformation of the high-energy part
(16~20eV) (Figure 6(c)), which is much shorter than that of
the incident laser. The results suggest that 2D materials are
the potential candidates to generate tunable IAP with a clean
temporal profile. The coherent EUV radiations generated
from solids are expected to advance laser electronics and pho-
tonics to a multipetahertz frequency realm and can be applied
to a broad range of scientific fields, such as tracing and control
of electron dynamics in an attosecond timescale.

3.2. Laser-Driven Phase Transition in CDW and Topological
Materials. In the above discussions, the generated high
harmonics are directly determined by the intrinsic elec-
tronic and lattice structures of target materials and can
serve as an efficient tool to probe the essential properties,
during which the phonon dynamics is negligible due to
the ultrashort interaction duration (<100 fs). Ultrafast opti-
cal manipulation of crystal and electronic phase transition
is another hot topic with intense discussion recently. The-
oretical insights into explicit electron-phonon coupling
mechanisms and nonequilibrium phase transition path-
ways upon photoexcitation, critical for modulating mate-
rial and device performances, are of great interest but
remain elusive. In the following sections, we introduce

the microscopic dynamic picture of phase transitions in
CDW and topological materials, where a variety of quan-
tum interactions and degrees of freedom coexist and are
strongly coupled.

3.2.1. Self-Amplified Exciton-Phonon Dynamics in TiSe2. The
CDW phase is the ground state of matter with a periodic
modulation of charge density associated with a periodic lat-
tice distortion (PLD) of the crystal [68]. The driving force
for the formation of CDW in the archetypal CDW material
TiSe2 has been an eye-drawing question over decades. The
relative contribution of PLD will identify the explicit mech-
anism, i.e., either electron-phonon couping (EPC) [69] or
excitonic pairing [70], where in the former case, PLD is
essential. In order to clarify the ultrafast CDW dynamics
in TiSe2, TDDFT molecular dynamics (TDDFT-MD) simu-
lations are carried out [43].

A Guassian-envelope laser pulse is applied to 1T-TiSe2
along the out-of-plane direction of its CDW ground state.
The laser is centered at t = 10 fs and its wavelength, width,
and fluence are 800 nm, 12 fs, and 2:1mJ/cm2, respectively.
After the end of laser pulse (20 fs), the carrier density reaches
it maximum value and is approximately proportional to the
laser fluence. In the CDW 2 × 2 × 2 phase, only one Se atom
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and one Ti atom are symmetry-inequivalent in the single
layer (Figure 7(a)). The time-dependent displacement
(diðtÞði = Ti, SeÞ) along the PLD direction (diðt0Þ) is defined
as δiðtÞ = diðtÞ∙diðt0Þ/jdiðt0Þj (Figure 7(b)). During the sim-
ulations, the total energy EtotðtÞ = EkinðtÞ + EkoutðtÞ + EpðtÞ is
conversed, where EkinðtÞ, EkoutðtÞ, and EpðtÞ are the in-plane,
out-of-plane kinetic energy, and potential energy, respec-
tively. Therefore, ΔEpðtÞ=−EkinðtÞ − EkoutðtÞ represents the
dynamical PES with in-plane PLD motion and trivial out-
of-plane motion introduced by A1g mode.

The dynamical PES evaluated from the simulations is
shown in Figure 7. In the first 20 fs, the potential energy is
raised as a result of carrier excitation from the bonding state
to the antibonding state. During 20-300 fs, ΔEpðtÞ decreases
due to the in-plane movement antiparallel to the original
direction of PLD (Figure 7(c)), while the oscillation can be
attributed to the A1g mode motion (Figure 7(d)). After
300 fs, the PLD motion is fully inversed and the dynamical
potential energy falls into another local minimum, indicat-
ing a new quasi-equilibrium state that has an equivalent
symmetry from the initial CDW state (Figure 7(e)).

The coupled lattice distortion and electronic dynamics are
facilitated with each other and both serve as the driving force
for the PLD inversion. Through analyzing the time-
dependent electronic band structure (TD-EBS), we find that
electronic structure closely relies on the ionic movements,
which is in good agreement with experimental results [71]
(Figure 8). For example, the band gap is closed due to laser-
induced upward motions of valence bands, the formed
electron-hole pockets boost the relaxation of photocarriers,
and thus, the total energy of the system is decreased. There-
fore, the self-amplification picture can be summarized as fol-
lows: the PLD is decreased → the band gap is vanished →
the carrier energy is decreased→ the further decrease in PLD.

Based on above analysis, an entangled electron-phonon
mechanism is proposed for the presence of charge ordering
in TiSe2 that both EPC and exciton pairing contribute to
the PLD/CDW formation but within different timescales:
exciton pairing will trigger the formation of CDW within
20 fs, and subsequently, EPC can facilitate the dynamics via
a self-amplification process. The reasonable agreements
between our results and experimental data also confirm the
reliability of our approach in treating EPC in the Ehrenfest
scheme.

3.2.2. Creating a New Nonequilibrium State in TaS2. As dis-
cussed in the above example, the PES can be significantly mod-
ified by strong laser fields and ultrafast carrier-carrier scattering,
which might lead to the emergence of new photoinduced phase
via cooperative atomic motion. The phase dynamics of another
typical CDW material 1T-TaS2 have been widely studied in
experiments recently, whereas the microscopic mechanisms
concerning how the atomic and electronic motion are coupled
remains elusive [72, 73]. Based on our first-principle nonadia-
batic TDDFT-MD simulations, we find that upon strong pho-
toexcitation, a novel collective oscillation mode between the
CDW state and a new metallic state emerge, which cannot be
reached by thermal phase transitions [44].

The bulk 1T-TaS2 in its CDW state is simulated with a
supercell of 78 atoms with √13 ×√13 × 2 periodical bound-
ary conditions and only the phonon modes at the Γ point are
considered to play the dominant role in determining the
nonequilibrium dynamics. We adopt standard Verlet algo-
rithm for molecular dynamics, and the temperature is con-
trolled by means of a Nosé thermostat to investigate the
thermal-induced phase transition. For laser excitation condi-
tion, an initial temperature of 10K is set, and during the
structural evolutions, no extra temperature control strategy
is adopted, namely, using a microcanonical ensemble.

The dynamics of CDW phase in 1T-TaS2 under different
thermal and laser conditions was investigated. To quantify
the lattice structure changes, root-mean-square displace-
ment of all atoms, RMSD =

ffiffiffiffiffi
u2

p
is recorded, where uðtÞ is

the atomic displacement relative to the ground-state CDW
state. As the ionic temperatures rises, the equilibrium value
of RMSD increases and the CDW state reaches its melting
threshold at Tc ≈ 400K, when the critical value of RMSD is
Rc = 0:2Å (Figure 9(a)). Above Tc, the characteristic “star
of David” (SD) pattern of CDW phase starts to disappear,
and the lattice restore its high-temperature undistorted 1T
phase (referred to as the T state) (Figure 9(b)).

We find that for 1T-TaS2, photoinduced ionic dynam-
ics is distinct from the thermal activation, as shown in
Figure 9(c). We use a Gaussian-envelope function to
describe the applied laser pulses with the photon energy
and width are 1:6 eV and 11 fs, respectively. The carrier
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density and the atomic displacement can be tuned by
modulating laser fluences. At low laser intensity with a
small percentage (η) of valence electrons excited to con-
duction bands (η = 0:64%, 0.25mJ/cm2), the RMSD is
slightly modulated with a period of ~400 fs, attributing to
the excitation of the amplitude mode of CDW state
(~2.3THz). When η is increased to 1:28% (0.50mJ/cm2),
the SD pattern melts at ~250 fs after photoexcitation. At
440 fs, the corresponding RMSD reaches a maximum value
of 0.25Å and then keeps stabilized at the value larger
thanRc, indicating the phase destruction. When the laser
intensity is further increased to excite plenty of carriers
of η = 1:92% (0.75mJ/cm2), the electron-nuclear dynamics
show distinctive behaviors where the SD pattern collapses
rapidly and a new transient state appears at ~250 fs
(referred to as the M state). Meanwhile, the RMSD reaches
its maximum value (0.32Å) and shows an oscillation with
a period of 480 fs. The SD pattern is recovered when the
RMSD swings down to 0.1Å.

The structural and electronic properties of the M state
are distinct from the CDW state and T state, as shown in
Figure 10. The undistorted T state has the uniform Ta-Ta
distances of 3.36Å, whereas in M state, a new Ta-Ta distance
around 3.75Å emerge between the atoms in the regular cen-
tral hexagons and those in the outer rings, indicating the
photoinduced M state is far from the T phase. In addition
to the difference in atomic structures, electron densities of
states of two phases are also different. Despite both T and
M states are metallic, T state has a sharper dispersion at
Fermi level compared to M state. As a result, the features
in optical absorption for T and M states are also different.

The ionic temperature keeps below Tc during the photo-
induced phase transformation (<300K), therefore, the newly
emerged M state cannot be reached thermally and is closely
related to the intrinsic electron-nuclear coupling. The results
also clarify that the breakdown of hot-electron model due to
its lack of electron-electron scattering, and thus provide a
deep insight into understanding a wide range of laser
induced phenomena in CDW materials.

3.2.3. Controllable Topological Phase Transition by Orbital-
Selective Photoexcitation. Ultrafast manipulating of topo-
logical invariants is very important in understanding the
fundamental properties of quantum materials and might
be applied to design new optoelectronic devices with
excellent performance. As a potential type-II Weyl semi-
metal, Td-WTe2 has recently garnered significant scientific
interests in research frontiers [51, 74, 75]. In our recent
work, linearly polarized laser pulses with a varied polariza-
tion vector and photon energy are applied to Td-WTe2 to
study its optoelectronic responses [42].

The atomic structure of Td-WTe2 is shown in
Figure 11(a), the two layers without inversion symmetry
are bonded via van der Waals (vdW) interactions in the
orthorhombic unit cell. We find that when a near-infrared
laser pulse (ca. 0.6 eV) is applied, the interlayer shear dis-
placement shows a polarization-anisotropic response, as
shown in Figures 11(b) and 11(c). When the laser is polar-
ized along the crystallographic a-axis (LP-a), the top (bot-
tom) layer moves towards the negative (positive) direction of
the b-axis, leading to the restoring of inversion symmetry in
the 1T′ phase. However, under LP-b excitation, the relative
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motion between the two layers is reversed and the noncentro-
symmetric order is further enhanced.

The topological properties of WTe2 are tunable via
manipulating the polarization-dependent shear motion, as
shown in Figures 11(d) and 11(e). Depending on the inter-
layer shearing directions, all Weyl points (WPs) of opposite
chirality will be annihilated or separated further to have
extremely long Fermi arcs under LP-a and LP-b excitations,
respectively. Meanwhile, the number of WPs can be freely
modulated to zero, four, and eight, depending on the polar-
ization and frequency of laser pulse.

The orbital-selective excitations in the vicinity of the
Weyl node are the origin of switchable shear motion.
Depending on atomic orbital features of Weyl bands and lin-
ear light polarization, asymmetric excitation at the space-
inversed k-points is achieved around the Weyl nodes with
the photon energy lying in the range of 0.5~ 0.8 eV. Accord-
ing to the group theory analysis and dipole selection rule, we
find that under LP-a excitation, hdz2 jSxjpxi and hdz2 jSxjdxzi
are two dominant transition pathways along W − Γ, where
W denotes the WP nearly on the high-symmetry line Γ −
X, whereas under LP-b excitation, electronic transition along
the W-X, i.e., hdyzjSyjdz2i is the most important pathway.
Under the other excitation condition, these characteristic

transitions are forbidden due to the breaking of reflection
symmetries. On the other hand, electrons will be excited
to high-energy conductions bands by higher energy pho-
tons, making the absorption process is marginal relevance
to the Weyl physics and polarization isotropic. Based on
above discussions, phase diagram relevant to the evolution
of WP separation as a function of photon energy and inci-
dent direction is constructed.

Notice that the orbital-selective excitation discussed
here is different from the well-known spin selection rules,
though both of them can uniquely determine the electronic
transition pathways around the Weyl cone. In the latter case,
the spin is flipped with absorption of a circularly polarized
photon, leading to asymmetric excitations along the driving
direction [76, 77]. The coupling between the chirality of the
Weyl node and laser helicity is the dominant factor. Therefore,
based on first-principles rt-TDDFT simulations, we provide a
new insight into controlling Berry flux field singularity around
the Weyl nodes.

3.2.4. Outlook. In this review, we discussed a set of results
that provide important insights into ultrafast engineering
of crystal structures with light. Compared with the current
established methods (e.g., strain, doping, static electric field,
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and thermal annealing), photoexcitation offers several unique
advantages in realizing phase transitions, including fast
(femto- or picosecond) timescales, selectivity of desired struc-
tural distortions by precisely controlled laser parameters, and
the potential to dynamically modulate the microscopic cou-
plings. It enables amore detailed understanding of the relevant
interactions among microscopic degrees of freedom as well as
their dynamic behaviors in the time domain.

The creation and control of phases through light-matter
couplings have been widely explored for the design of new
functionalities. For example, the photoinduced structuring
of 1T-TaS2 emerges as a new avenue for memory devices
in low-temperature circuitry [78], and the optical controlled
phase transition in monolayer MoTe2 has enabled an Ohmic
heterophase homojunction necessary for improved transis-
tor function [17]. To achieve the rational design of new
functionalities, more attention should be paid to searching
for new paradigms of material synthesis (e.g., fabricating
van der Waals heterostructures) that enable the precise non-
equilibrium control, and to theoretical frameworks that pro-
vide principles to achieve nonthermal phase transition
pathways [79].

4. Conclusions

In summary, we present the TDAP, an ab initio method that is
developed to provide an efficient tool to enable accurate simu-
lations of light-induced nonequilibrium phenomena in com-
plex systems. The use of NAO has provided flexibility and
credibility to do large-scale simulations in low-dimensional
materials and solids. The real-time evolution of coupled
dynamics of photons, electrons, and phonon allows us to
describe highly nonlinear processes from first-principle, with-
out having to resort to the perturbation theory.

We have demonstrated its capability through illustrative
examples, including the strategies to optimize solid-state
high-harmonic performance via applying strain or two-
color pulse, and its potential applications in reconstructing
ground and excited state properties of target materials.
Meanwhile, we also show that the explicit phase transition
pathways can be revealed in CDW and topological materials,
the emergence of hidden states, and the corresponding
changes in electronic properties highlight the predictive power
of the present approach. The HHG and structural phase tran-
sitions represent two important nonlinear responses to intense
laser pulses in different timescales (i.e., sub-100 femtosecond
versus several picoseconds), where the photon-electron and
electron-phonon interactions are dominant, respectively.

Conventionally, the classical approximations of nuclear
motions are good enough to obtain reliable results, as dis-
cussed in this paper. To further consider nuclear quantum
effects, a practical computational scheme that goes beyond
the Ehrenfest dynamics is highly desirable, where the rt-
TDDFT and the ring polymer molecular dynamics (RPMD)
can be combined to gain a full quantum description of
electronic-nuclear states (i.e., the RP-TDAP approach)
[80]. By comparing the theoretical and experimental results,
our approaches have been demonstrated effective and effi-
cient in treating a wide range of ultrafast quantum dynamical

processes. We expect that they could be part of the standard
tools for physicists, chemists, and materials scientists who
are interested in ultrafast dynamics in broader fields.
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